
Predict+Optimize for Packing and Covering LPs 

with Unknown Parameters in Constraints

Motivation
In practice, optimization problems (OPs) usually contain parameters, some of which may be 

unknown, but with related features and historical data.

• All focus on unknown parameters only in the objective

Limitations of Prior Works

Selected Experimental Results

Solution Quality:

• The proposed method achieves the best performance over classical approaches. 

A maximum flow transportation problem with unknown capacities.

An alloy production problem with unknown chemical compositions in raw materials.

Unknown parameters appearing in constraints (more complex) 

• the estimated optimal solution may be out of the true solution space

Challenge

Fractional knapsack problem with unknown prices and weights.

• The first Predict+Optimize framework for unknown constraints in general

• A specific training method for covering/packing LPs as a proof of concept

• Predict+Optimize (P+O) is a kind 

of approach to solve the OPs with 

unknown parameters, which takes 

the OPs into account when doing 

predictions.

• P+O use a new loss function, 

called regret: compare the 

difference between the 

estimated optimal value and the

true optimal value
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Classical approaches VS Predict+Optimize

Main difference: 

loss function

Goal

good predicted solutions 

under true parameters

• Classical approaches: 

• do not take OPs into account

• Predict+Optimize: 

• incorporate OPs into training

• new loss function is non-

differentiable

Example: Knapsack Problem with Unknown Weights 

Estimated weights: ෞ𝑤1 = ෞ𝑤2 = ෞ𝑤3 = 5
Estimated optimal solution: 

𝑥1 = 𝑥2 = 𝑥3 = 1
(True weights: 𝑤1 = 𝑤2 = 𝑤3 = 10 )

infeasible

When the total weight of the selected items 

exceeds the capacity:

• Correction function 1: remove all items

• Correction function 2: remove the items 

one by one in increasing order of values

Penalty function: removal fee

• problem and application specific

Estimated optimal 

solution
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• Regret: does not take feasibility into account

𝑅𝑒𝑔𝑟𝑒𝑡 መ𝜃, 𝜃 = 𝑜𝑏𝑗 𝑥∗ መ𝜃 , 𝜃 − 𝑜𝑏𝑗 𝑥∗ 𝜃 , 𝜃
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Some applications allow solution modification after true parameters are revealed
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• Correction function should map 

a) every feasible solution to itself

b) each infeasible solution to one in feasible region

• The space of possible correction functions: 

• problem and application specific

Contribution 1: P+O Framework for Unknown Constraints
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• Post-hoc regret:

𝑃𝑅𝑒𝑔𝑟𝑒𝑡 መ𝜃, 𝜃 = 𝑜𝑏𝑗 𝑥∗ መ𝜃 , 𝜃 − 𝑜𝑏𝑗 𝑥∗ 𝜃 , 𝜃 +
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Contribution 2: P+O on Packing/Covering LPs
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Consider a packing LP in the standard form:

𝑥∗ = argmax
𝑥

𝑐𝑇𝑥 𝑠. 𝑡. 𝐺𝑥 ≤ ℎ, 𝑥 ≥ 0
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New Loss Function: Post-hoc Regret

Conclusion


